
From Competition to Collaboration
Making Toy Datasets on Kaggle Clinically Useful for Chest X-Ray Diagnosis Using Federated Learning

Introduction
• CXR datasets hosted on Kaggle, though useful from a data 

science competition standpoint, have limited utility in clinical 
use due to their narrow focus on diagnosing one specific disease. 

• Therefore, a way to harmonize these toy datasets could 
revolutionize how small, narrowly-focused datasets can be used 
for development of clinically-relevant deep learning models.

• We propose CheXViz, a FL framework for training a ‘global’ meta-
deep learning model on spatially distributed datasets with non-
iid annotations.

• In other words, we aim to demonstrate how CheXViz can be 
used to make toy datasets from Kaggle clinically useful.

Federated learning (FL) is a ML paradigm that approaches problems 
from a multi-domain and multi-task perspective. By using a 
decentralized and distributed approach consisting of a central server and 
nodes, a global meta-model can be trained to generalized distributed 
tasks with non-iid labels.

CheXViz is a FL framework is initialized as a deep neural network 
consisting of a representation block and a task-specific block. During 
training, only weights corresponding to the representation block are 
aggregated and redistributed by the central server, thus preserving task-
related information for each node 

Methods
• Train a global CheXViz model to classify cases of pneumonia and 

pneumonia using distributed, non-iid toy CXR datasets from 
RSNA Pneumonia Detection and SIIM-ACR Pneumothorax 
Segmentation competitions on Kaggle.

• Two different model architectures: A naïve 3-layer CNN 
(‘standard’) and an ImageNet pretrained DenseNet121 using 
transfer learning [1].

• Utilize FedAvg model weight aggregation strategy for FL [2].
• Compare global model performance with ‘baseline’ models 

trained on both tasks separately for each model architecture.
• Use bootstrapping and paired t-test to compare AUROC.
• Statistical significance defined as p < 0.05.

Discussion
• Given the challenges in curating expert-level annotations for 

diseases, it is understandable why Kaggle-hosted competitions 
have focused largely on single diseases [4, 5].

• Although Kaggle CXR datasets and data science competitions have 
made an indelible impact on data science and AI for healthcare, 
they are still a far cry from being clinically useful datasets. 

• Our findings demonstrate that CheXViz can be used to create global 
‘meta‘ models to make toy datasets from Kaggle clinically useful, a 
large step forward towards bridging the gap from bench to bedside.

• It is our hope that our work can be a first step towards moving 
Kaggle CXR datasets from competition to collaboration and 
transform these toy datasets into clinically useful models.

Illustration of the CheXViz framework

ROC curves obtained from baseline and CheXViz models evaluated across both the datasets. 
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Results
• The CheXViz framework trained ‘meta‘ models demonstrated excellent 

performance compared to the baseline models for the diagnostic 
classification of pneumonia and pneumothorax abnormalities.

• We further visualized the Grad-CAM outputs for evaluating the 
explainability and generalizability of the models [3]. Our preliminary 
analysis suggests that the heatmaps from CheXViz models demonstrate 
higher and focused activations within the lungs, compared to the 
baseline models.
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